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Abstract

It is well known that the progress of R&D projects has more and more begun to rely on the availability of individual experts who are
generally scarce and expensive. The matrix structure considers periodic staffing of project teams which has been found to be efficient for
non-scarce human resources but is impractical for individual experts. Our objective is to develop and evaluate an alternative approach
for resource planning and scheduling that might be useful for project portfolio management. The method we suggest is an extension of a
recently developed optimization model for a job-shop with several machines and chance-constrained deliveries. Our method determines
in advance the hiring and releasing points of individual experts that maximize economic gain subject to chance-constrained delivery com-
mitments. For this purpose, we use a simulation based on a greedy priority dispatching rule as well as a cyclic coordinate descent search-
algorithm. A benchmarking of the staffing of project teams and the integrative methods shows that integrated planning and scheduling is
a very useful tool for the decision-making process in project portfolio management.
� 2009 Elsevier Ltd and IPMA. All rights reserved.
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1. Introduction

Project Management (PM) refers to the creation of a
group of individual specialists from different parts of an
organization who are brought together for a limited period
of time to contribute towards a specific project. Once a pro-
ject is complete the group is disbanded and its members are
assigned to new projects. PM is a complex decision making
process involving the unrelenting pressures of time and
cost. The traditional approach to PM is to consider corpo-
rate projects as being independent of each other. Yet, the
relations between projects within the multiple-project
environment have been recognized as a major issue for
corporations (Payne, 1995; Ghomi and Ashjari, 2002).
Therefore, research in this field has recently shifted towards
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Project Portfolio Management (PPM). In order to maintain
agility while avoiding wasteful investments, a strong disci-
pline of PPM is needed. This requires continuous attention
and balancing corporate resources against projects’ opera-
tional risks. In a multiple-project situation the vast major-
ity of projects share resources with other projects and thus
the major issue is to find a way of handling resource
scarcity according to the overall strategic direction of the
corporation (Cusumano and Nobeoka, 1988). The compe-
tition among projects for the allocation of individual
experts leads to disagreements (Platje et al., 1994; Payne,
1995; Laslo and Goldberg, 2008) and an intensification
of internal lobbying activities (Chi and Nystrom, 1998;
Bernasco et al., 1999). Furthermore, attempts to optimize
resource allocations are confounded by differences in
project activities, due-dates, and the nature of penalties
for projects that fail to meet their objectives (Lock, 2000;
Meredith and Mantel, 2000). The matrix organization of
R&D projects results from setting up multi-functional
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teams who are in charge of leading projects with particular
objectives. This form enables flexible resource planning
that takes into account the availability of scarce resources
and the need for special knowledge (Hendriks et al.,
1998). Each project is wholly geared towards realizing its
delegated objectives through optimal use of allocated
resources, especially a skilled workforce (Kerzner, 2000;
Bourgeon, 2007). One way to do this is to transfer individ-
uals from their original functional department to the pro-
jects for a defined period of time in order to take
advantage of their expertise (Katz and Allen, 1985).

PM problems typically consist of resource planning and
scheduling decisions. When resource planning decisions are
taken, it is extremely important to identify and evaluate the
corporate strategic variables in terms of the future posture
of the corporate projects with regard to constraints on
existing resources (Laslo and Goldberg, 2001). Accelerated
technological development strengthens the position of the
individual experts who are scarce, expensive and ‘‘pam-
pered” resources. Multiple projects contending for limited
resources such as individual experts complicates the task
of resource planning and scheduling that arises in the daily
management of corporations (Vals et al., 2009). An addi-
tional important issue that looms high in the management
of R&D projects is that of uncertainty, ambiguity, and
complexity (Pich et al., 2002). In practice, managers fre-
quently create programs and schedules based on the
expected values of activity durations. However, many
real-world planning and scheduling problems are subject
to change, to resources becoming unexpectedly unavailable
or tasks taking longer than expected. If these disturbances
are significant, then optimal solutions to the original prob-
lem may turn out to be deficient in practice, i.e., the prob-
ability of completing those projects within a prescribed
due-date might be unacceptably low (Williams, 1999;
Bregman, 2009; Wu et al., 2009).

Resource planning and scheduling have generally been
considered separately in the literature, but the benefits
resulting from their integration merit an extensive work
in this direction (Tormos et al., 2002). Similarly, new par-
adigms in project planning and control due to the increased
complexity of projects, especially relative to uncertainty,
are needed. In particular, R&D multi-project corporations
need an integrative resource planning and scheduling opti-
mization method that optimizes (minimizes) the total plan-
ning/scheduling-dependent expenses subject to its chance-
constrained contractual delivery commitments.

The present paper aims at determining such an optimi-
zation method by taking into consideration the following
factors: (1) the idiosyncrasy of several individual experts
as scarce resources; (2) the diverse costs of employing each
of the individual experts and the diverse lead-times of their
recruitment; (3) the random durations of the project activ-
ities executed by the individual experts and other human
resources; (4) the typical precedence constraints of project
activities (a Partial Ordered Set (POSET) of activities);
(5) the diverse project due-dates and determined chance
constraints to accomplish the projects on time; and (6)
the diverse delay penalty functions in case of failure to meet
the contractual due-dates.

In Section 2 we give an overview of alternative resource
planning and scheduling models in the context of PM opti-
mization problems and Job-Shop Problems (JSPs). The
statement of our optimization problem is presented in Sec-
tion 3. In Section 4 we present a greedy priority dispatching
rule that delivers resource scheduling for minimizing defi-
nite planning/scheduling-dependent expenses. The inte-
grated solution of the individual experts’ planning and
scheduling problem via a cyclic coordinate descent
search-algorithm, namely ‘‘the integrated method”, is pre-
sented in Section 5. An analysis of virtual implementations
on a realistic project portfolio with alternative resource
planning and scheduling (the integrated method vs. one
of the staffing project team models) is detailed and ana-
lyzed in Section 6. On the basis of this analysis, in Section
7 we discuss the implications of implementing the inte-
grated method on both short-term and long-term
objectives.

2. Overview: current models for resource planning and

scheduling optimization problems

The project scheduling literature largely concentrates on
the generation of a precedence and resource feasible sche-
dule that optimizes the scheduling objectives for executing
the project. In this literature, the scheduling problems
assume a number of projects with several scarce (non)
renewable resources at any time and a set of non-preemp-
tive activities, each with a set of predecessors, a set of suc-
cessors and a set of resource requirements (Pritsker et al.,
1969). The JSP, where multiple jobs are routed through
a workshop with a number of dissimilar machines, is simi-
lar to the well-known Resource-Constrained Project(s)

Scheduling Problem (RCPSP). Instead of considering
POSETs of project activities, the JSP is obligated to solv-
ing linear ordered sets (of job operations). Both these prob-
lems are frequently studied as NP-hard optimization
problems (Błlazewicz et al., 1983). A remarkable improve-
ment of both heuristic and exact solution procedures to
solve these problems has been pointed out in several sur-
veys (Ozdamar and Ulusoy, 1995; Herroelen et al., 1998;
Kolisch and Hartmann, 1999; Gonik, 1999; Hartmann
and Kolisch, 2000; Kolisch and Padman, 2001;
Demeulemeester and Herroelen, 2002).

Models with stochastic execution durations necessitate
heuristic solution procedures for RCPSP/JSP, but since
these problems are recognized as NP-hard, the solution
procedures for large models with deterministic execution
durations are solved via heuristics as well (Kiran, 1998).
The heuristics generally define a scheduling policy that
makes decisions at any current decision points throughout
the project’s life cycle (Igelmund and Radermacher,
1983a,b; Mohring et al., 1984; Mohring et al., 1985). A
common decision is to immediately start precedence and
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resource feasible set of activities, exploiting only informa-
tion that has become available up to the decision point.

The current versions of the RCPSP/JSP models are
inadequate for our purpose. Some models do not take into
consideration the diversity of resources, projects and con-
tracts (e.g., Haupt, 1989). Moreover, they are not pertinent
to real-life situations (Laslo, 2001). Other models are ded-
icated to a single economic objective (e.g., Sobel et al.,
2009) or to evaluating the scheduling process by a substi-
tute that represents a single economic gain (e.g., minimiza-
tion of the makespan). But, real-life problems deliver
mostly multi-objective goals. Models with deterministic
execution times (e.g., Schmidt, 2000) do not represent pro-
ject activities, especially R&D activities (Elmaghraby,
2005). When pre-given resource constraints are considered
(e.g., Golenko-Ginzburg and Gonik, 1997,), resource plan-
ning is pointless.

Some planning scheduling optimization models have
been introduced for a single resource/machine (e.g., Tri-
etsch, 1993; Elmaghraby et al., 2000). But it is obvious
that in PM there is an interrelationship among the indi-
vidual experts’ hiring/releasing timetables that prevents
us from attaining an ‘‘optimal” comprehensive solution
by optimizing the timetable and the schedule of each
individual expert separately. Laslo et al. (2008) have
extended these models by expanding the problem to a
model with several machines. The solution of this prob-
lem was generated by a cyclic coordinate descent
search-algorithm seeking minimum total costs. A special
dispatching rule was implemented in the scheduling sim-
ulation in order to simultaneously satisfy the scheduling
restrictions and minimize (optimize) the job-shop’s
expenses.

The optimization method developed for JSP by Laslo
et al. (2008) considers linear ordered sets of job opera-
tions, i.e., a chain of operations for each job. In contrast,
PPM considers problems with POSETs of project activi-
ties. Therefore, JSP is concerned with competition on the
same resource among jobs and never among operations
within the job while PPM is concerned with competition
on the same resource among projects and among activities
within projects. Moreover, for PPM, the determination of
the distribution density of the job’s and the project’s com-
pletion times are performed differently than they are for
JSP. When job operations are linear ordered, for a
known distribution density of the execution durations
one can determine the distribution density of the job’s
completion time, and as a consequence, the probability
to accomplish the job on time. However, it should be
mentioned that the presence of POSETs of project activ-
ities complicates the determination of the distribution
density of the project’s completion time and simulation
tools are required for this purpose. These significant dif-
ferences between JSP and PPM situations require that
the method developed by Laslo et al. (2008) for the JSP

should be extended and modified to the situation of
PPM problems.
3. The statement of the optimization problem

We consider a project portfolio, where each project is
denoted by a Directed Acyclic Graph (DAG), Activity-on-

Arc (AOA) network. Each project has a known acceptance
(arrival) time, a known contractual completion time and a
pre-given confidence probability (chance constraint) of its
accomplishment on time. The penalty cost for not complet-
ing the project on time (to be paid once to the customer)
and an additional penalty to be paid for each time unit
of delay are known beforehand as well. Each project activ-
ity has a random execution duration with a given distribu-
tion density. The actual start of the project execution is
random, but depends on the availability of an appropriate
individual expert and can never occur before the project is
accepted. Since we consider that once the project activity
execution starts the execution proceeds continuously until
the activity is accomplished, the random actual completion
time of the project activity is determined as its start time
plus its execution duration, both of them being random.
The partial order of the project activities determines that
the start of the project activities execution requires that
all its predecessor activities are accomplished. The project
is accomplished when all its activities, or more specifically,
when all the project activities ending at the project’s sink
node are accomplished. The random end of the makespan
is by definition the point of time when all the projects are
accomplished.

The project is executed by several individual experts and
unconstrained capacity of non-scarce human resource
types. Project activities may be executed by any combina-
tion of non-scarce human resource types with or without
an individual expert, but never by a combination which
includes several individual experts. Each of the individual
experts who is not currently employed can be hired once
at a certain time which has to be determined beforehand
(because of their scarcity), and fired at the time when the
last project activity that requires his expertise is accom-
plished. All types of non-scarce human resource types,
whether internal or external reinforcement (outsourcing),
can be hired and fired several times. Thus, non-scarce
human resources are considered to be available for full sat-
isfaction of the projects’ requirements for the workforce at
any time within the makespan. The salary of each of the
individual experts per time unit within the period of their
employment is known. The total salary of the non-scarce
human resources is random and in theory should not be
planning/scheduling-dependent since the flexibility of the
non-scarce human resources’ hiring and releasing enables
us to avoid situations in which non-scarce human resources
are idle. Therefore, the non-scarce human resources sala-
ries per time unit are not of our interest here.

Our problem is to determine the individual experts’ hir-
ing/releasing timetables in order to minimize the expected
scheduling expenses within the makespan, subject to the
chance-constrained project completion on time. Since the
total costs comprise the scheduling expenses, the costs to
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take into consideration are the costs of the idle individual
experts’ salaries within the makespan and the delay penalty
expenses.

For the reader’s convenience, let us first introduce the
following terms:
Ak,i,j the activity of kth project that can be executed con-

tinuously within the period between the occurrences
of events (nodes) i and j, 1 6 i 6 qk � 1, 2 6 j 6 qk,
Ak,i,j 2 Gk (qk – number of nodes in DAG Gk)

CI
h the cost (salary) of individual expert Ih per time

unit within the period T �h; T
��
h

� �
(pre-given),

1 6 h 6 n

Cd
k the fixed component of the penalty cost function

for not completing the kth project on time Dk,
Fk > Dk (pre-given)

Cv
k the variable component of the penalty cost func-

tion per time unit of delay within the period
[Dk,Fk] if Fk > Dk (pre-given)

Dk the contractual completion time of the kth project,
1 6 k 6 m (pre-given)

F the makespan end time, F ¼Max
k
ðF kÞ

Fk the actual completion time of the kth project,
F k ¼Max

i
ðF k;i;qk

Þ (a random value)
Fk,i,j the time when project activity Ak,i,j is actually

accomplished, Fk,i,j = Sk,i,j + tk,i,j (a random value)
Gk the DAG that describes the initial POSET of the

kth project activities, 1 6 k 6 m (m – number of
projects)

Gkt the DAG that describes at time t the up-to-date
POSET of the kth project activities Ak,i,j jRk 6

t < Fk,i,j

Ih the hth individual expert, 1 6 h 6 n (n – number of
experts)

nk,i,j the index of the individual expert to execute the
project activity Ak,i,j, 1 6 nk,i,j 6 n (pre-given)

p�k the required confidence probability (chance con-
straint) of the kth project to be accomplished be-
fore or at the contractual completion time Dk

(pre-given)
Sk,i,j the time when project activity Ak,i,j actually starts

(a random value)
Rk the time when the kth project is accepted,

1 6 k 6 m (pre-given)
T �h the planned time of hiring individual expert Ih (an

optimal variable, to be determined beforehand)
T ��h the time of releasing individual expert Ih (a ran-

dom value)
t the scheduling decision point of time within the

makespan [0,F]
tk,i,j the random duration of Ak,i,j with expected value

E(tk,i,j) and variance V(tk,i,j)
Z the planning/scheduling-dependent expenses, i.e.,

expenses dependent on fT �hg within the makespan
[0,F], Z = Z1 + Z2

Z1 the cost of the idle individual expert salaries within
the makespan [0, F]
Z2 the delay penalty expenses

The optimization model for this problem is as follows:

EðZÞ ¼Min
fT �hg
½EðZ1Þ þ EðZ2Þ�; ð1Þ

subject to:

Sðk;i;jÞ2Gk P Rk; 16 k6m; ð2Þ
Sðk;i¼x;jÞ2Gk P Max

i
ðF ðk;i;j¼xÞ2Gk Þ; 26 x6 qk�1; ð3Þ

Sðk;i;jÞ2Gk P T �h if nk;i;j¼ h; 16 k6m; 16 h6 n; ð4Þ
Sz;x;y ;F z;x;y

� �
\ Sðk;i;jÞ–ðz;x;yÞ;F ðk;i;jÞ–ðz;x;yÞ
� �

¼/ if nz;x;y ¼ nk;i;j;

ð5Þ
PrðF k 6DkÞP p�k ; 16 k6m: ð6Þ

The costs of the idle individual experts’ salaries within
the makespan can be calculated as follows:

Z1 ¼
Xn

h¼1

CI
h T ��h � T �h �

Xm

k¼1

Xqk�1

i¼1

Xqk

j¼2

tk;i;jd
h
k;i;j

 !
; ð7Þ

where the random time of releasing individual expert Ih is:

T ��h ¼ Max
ðk;i;jÞ2Gk

ðF k;i;jd
h
k;i;jÞ; 1 6 k 6 m; ð8Þ

and

dh
ðk;i;jÞ2Gk

¼
1 if nðk;i;jÞ2Gk ¼ h

0 otherwise

�
1 6 h 6 n: ð9Þ

The project delay penalty expenses can be calculated as
follows:

Z2 ¼
Xm

k¼1

ck Cd
k þ Cv

kðF k � DkÞ
� �

; ð10Þ

where

ck ¼
1 if F k > Dk

0 otherwise

�
1 6 k 6 m: ð11Þ

The objective function (Eq. (1)) minimizes the total
planning/scheduling-dependent expenses, while Eqs. (7)
and (10) denote the planning/scheduling-dependent opera-
tional expenses. Restrictions (2)–(4) denote that the execu-
tion of any project activity cannot start before: (i) the
project’s acceptance time (Eq. (2)); (ii) before all its prede-
cessor activities are accomplished (Eq. (3)); and (iii) before
the required individual expert who can execute the activity
is hired (Eq. (4)). Restriction (5) denotes that any individ-
ual expert cannot execute more than one project activity at
any time within the makespan, while restrictions (6) are the
chance constraints.

This optimization problem (Eqs. (1)–(11)) is complex
and can be solved by a combination of a heuristic deci-
sion-making rule based on probabilistic forecasting as well
as an approximate optimization method.

4. The solution of the resource scheduling problem

The resource scheduling problem is solved via simula-
tion, on the basis of the heuristic decision-making rule that
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chooses a project activity from alternative eligible project
activities to be executed by one and the same individual
expert. The rule is an essential modification of the previ-
ously developed heuristics based on a pair-wise comparison
(Golenko-Ginzburg et al., 1995; Golenko-Ginzburg and
Gonik, 1997,; Golenko-Ginzburg and Gonik, 2002;
Golenko-Ginzburg and Laslo, 2004; Laslo et al., 2008) of
long-term forecasting to calculate, at a certain time t, the
probability to meet the contractual completion time of
the kth project, Dk, i.e., Pr(Fk 6 Dk).

At time t one or several project activities are executed or
are ready for execution. The unaccomplished project activ-
ities of the kth project at time t is denoted by Gkt . Assuming
that the following project activities will not wait for their
execution, the random project remaining time at t can be
simulated via Monte Carlo Simulation (Van Slyke, 1963)
for each of the projects. The idle (available) individual
expert at the same time t is Ih. No scheduling action can
be taken if no eligible project activity is waiting to be exe-
cuted by the available individual expert Ih at t. If there is
only one eligible project activity, the individual expert is
allocated to this project activity without competition. If
more than one project activity is eligible for execution by
the available individual expert Ih, we suggest that the deci-
sion be based on a pair-wise comparison. The decision-
making procedure is carried out by applying a pair-wise
comparison to the couple (Aðk;i;jÞ1 , Aðk;i;jÞ2 ). The winner will
compete with project activity Aðk;i;jÞ3 , etc., until only one
winner is left, to which the individual expert is allocated.

Two competitive alternative decision options are
examined:

(1) individual expert Ih will execute project activity Aðk;i;jÞ1
first, and Aðk;i;jÞ2 afterwards.

(2) individual expert Ih will execute project activity Aðk;i;jÞ2
first, and Aðk;i;jÞ1 afterwards.

If project activity Aðk;i;jÞFirst
is scheduled first to be exe-

cuted by the individual expert Ih at time t, its completion
time will be t þ tðk;i;jÞFirst

. This means that the individual
expert Ih will be occupied with the project activity
Aðk;i;jÞFirst

until the time t þ tðk;i;jÞFirst
. Therefore, the comple-

tion time of the project activity Aðk;i;jÞSecond
will be

t þ tðk;i;jÞFirst
þ tðk;i;jÞSecond

. The remaining execution time of
each of the project activities that are in process at time
Sk,i,j < t < Fk,i,j, is Max[tk,i,j � (t � Sk,i,j),0]. These datum
enable us to predict via Monte Carlo Simulation the
projects’ probabilities to be accomplished before or at the
contractual completion times, Pr(Fk 6 Dk).

Should the Monte Carlo Simulation show that one of the
competitive alternative options is superior, i.e. it satisfies
PrðF k 6 DkÞP p�k for the related projects while the other
does not, this alternative is chosen. Should both or none
of the competitive alternative options satisfy PrðF k 6

DkÞP p�k for the related projects, the winning criteria will
be the contribution of the related projects to the expected
delay penalty expenses. The option with the minimal
E(Z2) of the related projects will be the preferred competi-
tive alternative option that will determine which of the two
competing project activities is the winner.

Implementing the decision-making rule enables the
assignment to be controlled in real time or to be simulated
by random sampling of the duration of the project activi-
ties. In both cases, when more than one project activity is
waiting for one and the same individual expert, decision-
making has to be introduced at multiple decision points
t. Simulating the assignment many times enables evalua-
tion of the expected total expenses E(Z).

5. The integrated method: the integrated solution of the

individual experts’ planning and scheduling problem

It is well recognized that determining individual experts’
hiring timetables fT �hg fully defines all the parameters that
are required for the individual experts’ planning and sched-
uling. These parameters enable the simulation of the
assignment in order to test the fitness of the suggested
model for minimizing the planning/scheduling-dependent
expenses. Thus, via simulation, one can obtain the set of
near-optimal values fT �hg to minimize the expected total
expenses E(Z). We solve the optimization problem (Eqs.
(1)–(11)) as follows. The heuristic algorithm consists of
an optimization algorithm that undertakes a search of
the hiring timetables for the individual experts who are
not employed at the start point (t = 0), together with a sim-
ulation model that consists of the decision-making rules
outlined above. After obtaining a routine search point
fT �hg, the simulation model is applied to obtain representa-
tive statistics via numerous simulation runs. The values T �h,
1 6 h 6 n, at each search point are input values for a sim-
ulation that:

(1) calculates at the beginning of each simulation run val-
ues MaxðRk; T �hd

h
ðk;1;jÞ2Gk

Þ, 1 6 k 6 m;
(2) determines project activities eligible for execution

seeking one and the same individual expert;
(3) allocates individual experts to the eligible project

activities according to the decision-making rule out-
lined above;

(4) calculates the multi-objective function E(Z) accord-
ing to the optimization problem (Eqs. (1)–(11)) within
a simulation run;

(5) monitors the project activities’ executions according
to the initial data matrix;

(6) simulates the duration tk,i,j of project activity Ak,i,j at
time Sk,i,j;

(7) calculates the timing of essential times t, when: (i)
either the execution of a project activity terminates;
or (ii) there is an idle individual expert to execute pro-
ject activities which are waiting to be executed by that
individual expert; or (iii) a project denoted by Gk is
accepted at time Rk;

(8) simulates random time values T ��h to release individ-
ual experts Ih, 1 6 h 6 n;
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(9) simulates random time values when the projects are
accomplished, Fk, 1 6 k 6 m;

(10) calculates the frequency to meet the project contrac-
tual completion times, Pr(Fk 6 Dk),1 6 k 6 m and
E(Z) on the basis of simulated statistics via numerous
simulation runs.

In the course of a simulation run, the simulation model
examines step-by-step all the essential times and undertakes
decision-making by means of decision-making rule.

The hiring timetables for individual experts who are
unemployed at t = 0, fT �hg, fully defines the assignment
parameters. The multi-objective function E(Z) is a very
complicated non-linear continuous function of values T �h,
1 6 h 6 n, which can be optimized by using coordinate
descent methods. These methods, which are quite easy to
implement (Luenberger, 1973), have been used successfully
both in production control and in PM (Golenko-Ginzburg
and Kats, 1996; Gonik, 1999) and were recently imple-
mented in job-shop planning (Laslo et al., 2008). The
approximate solution to the optimization problem (Eqs.
(1)–(11)) via the cyclic coordinate descent search-algorithm
can be obtained by minimizing E(Z) with respect to the n

coordinate variables fT �hg. The idea is to begin by changing
the first coordinate T �1 while all other coordinates are fixed
and remain unchanged. After obtaining the quasi-optimum
value of T �1, we proceed by optimizing the second coordi-
nate T �2 (with the newly obtained and fixed T �1 and fixed
T �3, . . ., T �nÞ, and so on through T �n. The process is then
repeated starting from T �1 again, until the relative difference
between two adjacent iterations becomes less than the pre-
given accuracy e < 0. Note that several of the n coordinate
variables fT �hg which represent the employed individual
experts at t = 0, are irremovable and remain with the value
0 throughout the coordinate search.

When using the coordinate descent method, the coordi-
nate search is carried out only for independent variables
T �h. As for the search-algorithm, for each coordinate T �h,
1 6 h 6 n, a constant increment Dth (the time step) is pre-
given. The multi-objective function E(Z) is calculated at
two opposite points T �1; T

�
2; . . . ; T �h � Dth; T �hþ1; . . . ; T �n

� �
and T �1; T

�
2; . . . ; T �h þ Dth; T �hþ1; . . . ; T �n

� �
to determine

the direction of the function’s decrease. The search
is undertaken along that direction, i.e., values
Z T �

1
;T �

2
;...;T �hþqDth;T �hþ1

;...;T �n½ �, q = ± 1 ± 2, . . . , are calculated.

The iterative process terminates either at a local minimum
point or upon reaching a boundary point of the set fT �hg
(usually the upper and lower bounds for each value T �h
are pre-given).
6. Benchmarking of the two alternative methods for resource

planning and scheduling

The expected performances of the integrated method in
which the resource planning and scheduling are subordi-
nated to the availability of the individual experts were
compared with the expected performances of the staffing
project teams method that considers the Profit and Cost

Centers Resource Allocation Policy (Laslo and Goldberg,
2008). The resource scheduling is performed by the
SPAR-1 algorithm (Wiest and Levy, 1977) using the Min-

imum Slack (MINSLK) dispatching rule, which has been
found to be the most effective rule for minimizing the pro-
ject completion time (Davis and Patterson, 1975) (see:
Appendix A). The benchmarking was performed for the
following scheduling/planning-dependent expenses:

� the expected project delay penalty expenses (Eq. (10));
� the expected costs of the idle individual experts’ salaries

within the makespan (Eq. (7));
� the expected individual experts’ mobilization costs (paid

once for each hiring);
� the expected costs of the integration of individual

experts into the project teams (paid once for each join-
ing team);
� the expected costs of the idle non-scarce human resource

salaries within the makespan;
� the expected non-scarce human resource mobilization

costs (paid once for each hiring);
� the expected costs of the integration of non-scarce

human resources in the project teams (paid once for
each joining team);
� the expected losses incurred from precipitous

outsourcing.

The projects’ execution costs are not of interest since
these costs are neither dependent on the individual experts’
planning nor on their scheduling.

A static portfolio of nine long-term projects taken from
an Israeli Information Technology (IT) company was used
for the benchmarking. Five projects had been in progress
and the other four were approved for execution. Each pro-
ject has a contractual completion time, a pre-given chance
constraint of its accomplishment on time, and a specific
penalty function that is affected by the delay length. One
hundred and thirty-nine project activities were included,
each having a random execution duration with a given dis-
tribution density. Individual experts were involved in the
execution of 56 project activities (40% of the activities),
but only a single individual expert executed each of these
activities. To accomplish the project portfolio, three types
of non-scarce human resources and four individual experts
were required. As shown in Fig. 1, each of the individual
experts has one or several specific skills that are required
throughout the different stages of the project life cycles.
Realistic values were considered for costs (delay penalties,
salaries, mobilization costs, integration costs and avert out-
sourcing costs) and mobilization lead-times.

As shown in Table 1, the simulated results for this spe-
cific project portfolio showed that the staffing of the project
teams model enables six chance constraints to be met in
order to avoid project delay. Before performing the
search-algorithm, the scheduling which is subordinated to
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Fig. 1. Skills of individual experts to be implemented throughout the different stages of the project life cycles.

Table 1
The simulated project timetables (in weeks).

Project Contractual
completion time

The staffing project
teams model

The integrated
method

Expected
start

Expected
finish

Expected
start

Expected
finish

A 78 10 61 12 53
B 169 26 135 25 79
C 156 13 206a 13 116
D 169 0 83 39 136
E 65 0 50 1 52
F 221 13 172 7 166
G 247 39 245a 19 179
H 338 26 270 7 219
I 234 5 269a 0 190

a Unsatisfied chain constraint.
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the availability of the individual expert enables eight of the
nine chance constraints to be met in order to avoid project
delay.

In Table 2 we can see the simulated timetables of the
individual experts within the makespan and their expected
idle times during their employment as well.

Five iterations of the search-algorithm were sufficient
for obtaining the approximate solution to the optimization
problem (Eqs. (1)–(11)) that attains all the chance con-
straints be met in order to avoid project delay. The eco-
nomic advantages and disadvantages of the integrated
Table 2
The simulated individual expert timetables (in weeks).

Individual
expert

The staffing project teams model

Expected hiring
point

Expected releasing
point

Expected id
times

1 5 46 3
2 13 81 1

3 0 2 0
22 29 0
48 56 0
74 82 0

4 10 65 9
88 148 4
164 188 0
203 249 0
method, before and after performing the search-algorithm,
vs. the staffing of the project teams model for this project
portfolio are shown in Table 3.

The benchmarking results show that the two scheduling/
planning-dependent types of expenses decrease drastically
when the integrated method is implemented. In addition,
the expected project delay penalty expenses also decrease
as a result of implementing both the heuristic pair-wise rule
and the search-algorithm. The implementation of the inte-
grated method without carrying out the search-algorithm
increases the expected costs of the idle individual expert
salaries. The reason for this is that in this stage all the indi-
vidual experts are employed at the beginning of the make-
span. The implementation of the search-algorithm reduces
the interval of the individual experts’ employment and
accordingly drastically reduces their expected idle time
and the expected salaries paid for it. The expected individ-
ual expert mobilization costs decrease drastically since the
integrated method considers that each of the individual
experts is mobilized once within the makespan, whether
or not the search-algorithm is carried out. On the other
hand, irregular participation of the individual experts in
the project teams drastically increases the average costs
of the integration of individual experts into the project
teams. Furthermore, the implementation of the search-
algorithm does not provide a significant decrease of these
costs.
The integrated method

le Expected hiring
point

Expected releasing
point

Expected idle
times

0 39 0
8 75 0

25 57 7

12 183 0



Table 3
Benchmarking methods for resource planning and activity scheduling – the economic aspect.

Scheduling/planning-dependent
expenses (K$)

Staffing
project
teams model

Integrated method Saving as a result of
implementing the
integrated method (%)

Implementation of
the heuristic pair-
wise rule

Implementation
of the search-
algorithm

Saving as a result of
carrying out
optimization (%)

Expected project delay penalty
expenses

162.4 86.0 14.2 83 91

Expected costs of the idle individual
experts’ salaries

62.2 81.0 21.6 73 65

Expected individual experts’
mobilization costs

34.9 8.7 8.7 0 75

Expected costs of the integration of
individual experts into the project
teams

22.7 36.7 35.6 3 (57)

Expected costs of the idle non-scarce
human resource salaries

121.8 75.4 67.5 10 45

Expected non-scarce human resource
mobilization costs

37.3 48.9 46.7 (4) (25)

Expected costs of the integration of
non-scarce human resources in the
project teams

51.2 60.9 61.9 (2) (21)

Expected losses incurred from
precipitous outsourcing

18.9 33.8 33.6 1 (78)

Summarized scheduling/planning-
dependent expected expenses

511.4 431.4 289.8 33 43
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Although the integrated method is subordinated to the
availability of the individual experts, it also requires flexi-
bility in hiring and releasing the non-scarce human
resources. This is the reason for the drastic decrease in
the expected costs of the idle non-scarce human resource
salaries when the staffing project teams model is replaced
by the integrated method. Furthermore, according to the
benchmarking, the implementation of the search-algorithm
moderately decreases the expected costs of the idle non-
scarce human resource salaries. From Table 3 we can learn
that flexibility in hiring and releasing the non-scarce human
resources drastically increases the expected non-scarce
human resources mobilization costs, the expected costs of
integrating the non-scarce human resources to the project
teams and the expected losses incurred from precipitous
outsourcing. Moreover, implementation of the search-algo-
rithm does not have any significant effect on these costs.

To sum up, for this project portfolio, the integrated
method is by far superior to the staffing project teams
model, in terms of the scheduling/planning-dependent
expected expenses, especially after implementing the
search-algorithm. Thus, the results of the benchmarking
clearly indicate the great extent to which our integrated
method saves planning/scheduling-dependent expenses.
For this reason, we believe that the method we proposed
is a very practical and promising tool for improving
PPM performance.

7. Discussion

We have presented an integrated method for optimizing
resource planning and scheduling. In particular, our
method provides individual experts’ hiring/releasing time-
tables that minimize the corporate planning/scheduling-
dependent expenses under chance-constrained contractual
delivery commitments.

In the course of the optimization process, several
resource constraints are taken simultaneously into consid-
eration. The integrated method separates the individual
experts from the project teams. This method requires
enlarging of the non-scarce human resources’ reinforce-
ment flexibility by outsourcing their work when their tem-
porary shortage causes unemployment of currently
employed individual experts or in cases of expected delivery
delays of contractual commitments.

Probable debate about the applicability of the method
proposed may arise by arguing that PM is very concerned
with so called long-term objectives that are less relevant for
manufacturing systems. Such objectives might be staffing
quality (McComb et al., 2007) and collective learning
(Bourgeon, 2007) which demand stable project teams and
encouraging innovation (Chen and Huang, 2009) which
requires stable employment of specific individual experts.
Our answer is that the optimized resource planning and
scheduling by the integrated method should not always
be considered as the final program but as a base-line for
the decision-makers. To illustrate, after determining the
lower-bound of the planning/scheduling-dependent
expenses, it might be decided to keep core teams of non-
scarce human resources in several projects or to enlarge
the individual experts’ employment periods. Moreover,
we argue that the ability to separate between the unavoid-
able planning/scheduling-dependent expenses provided by
the method proposed, and the additional expenses paid
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for obtaining long-term objectives with benefits that are
mostly immeasurable in quantitative terms is of great
importance in the course of the PPM’s decision-making
process.

Appendix A. A periodic project team staffing approach – the
simulation procedure

1. Determine the projects priority position within the port-
folio of projects;

2. deploy the needs during the projects’ life cycle for each
of the resource types, assuming expected activity dura-
tion as deterministic times and assuming ‘‘earliest start”
scheduling of eligible activities;

3. calculate the projects’ average need for each of the
resource types in each of the planning periods;

4. sum up the periodic requirements of the portfolio of
projects for each of the resource types;

5. compare the total requirements for each resource type in
each of the planning periods to the current (initial)
resource capacity and as sequence adjust the company
resource capacities:
� if the periodic resource capacities disable the full sat-

isfaction of the requirements, expand the capacities of
the succeeding planning periods taking into consider-
ation the mobilization response time by:

– the average shortage during the mobilization

response time plus the average shortage/redun-
dancy in the three following planning periods if
the sum shows shortage, for individual experts, or,

– the average shortage/redundancy in the three fol-
lowing planning periods if the sum shows short-
age, for normal workforce;

� if the periodic resource capacities show overflows,
discharge the capacities of the succeeding planning
periods to the discharge response time by:
– the average shortage/redundancy in the three fol-

lowing planning periods to the discharge response
time when the sum shows redundancy;
6. for each of the resource types, compare the total require-
ments vs. the available capacity in the current planning
period:
� if full satisfaction is possible:
– allocate the required capacity to each of the pro-
jects, and the remaining capacity keep in the func-
tional unit (as unemployed capacity);

� otherwise:
– for individual experts – allocate the individual

expert to the project in which its employment dur-
ing the current planning period is maximal;

– for normal workforce – outsource the incomplete
capacity and allocate the required capacity to each
of the projects;
sample 1000 sets of project activity durations;
7.
8. schedule repeatedly under resource constraints each of

the 1000 project activities sets by the MINSLK heuristic
dispatching rule (Monte Carlo Simulation);

9. calculate the outputs of the Monte Carlo Simulation.
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